
 1.  First, I made a logical diagram to visually map out how the lab is to be built. 

 2.  I used  Oracle VirtualBox  to install Windows 10, Kali  Linux, and Windows server 2022 
 virtual machines. 



 3.  Then I install and configure an Ubuntu live server, which will be where the Splunk server 
 runs. I named this server Splunk in VirtualBox and made the hardware for the machine 
 stronger by increasing the base memory and increasing the number of processors. 



 4.  Setting all the virtual machines I created to NAT Network. This will allow all the machines 
 to be on the same network and still have internet access. I entered 192.168.10.0/24 
 (Network IP from the Diagram) as the IPv4 Prefix. 

 I attached each virtual machine to the NAT Network that was created. 



 5.  I set a new static IP address on the splunk server by using the command 
 sudo nano  /etc/netplan/50-cloud-init.yaml 

 The command will show this configuration file: 

 I changed the Configurations to have no DHCP, added my static IP to  addresses  , I left 
 nameservers  blank(default), used Google’s DNS for  the next  addresses  line (can be any DNS), 
 I left  routes  blank to include a default route via  192.168.10.1  (gateway). 

 6.  I use the command  sudo netplan apply  to apply the  changes of the config file. 

 Using the command  ip a  , it shows that the IP has been  changed. 



 7.  Next I did  ping google.com  to ensure there is a connection. 

 8.  Now I begin to install  Splunk  on my HOST machine.  I installed the  .deb  Splunk 
 installation package. 

 9.  I then installed the guest addons for virtual box on my ubuntu splunk server. Use  sudo 
 apt-get install virtualbox  and hit tab to see all  options. Then use  sudo apt-get install 
 virtualbox-guest additions-iso  . 



 10.  I created a shared folder in VirtualBox. The path will be the folder where the Splunk 
 installer was downloaded on the host. 

 11.  Next I add the user to the  vboxsf  group using  sudo  adduser pierrecyber vboxsf  . The 
 group will not exist yet until I install some guest utilities that VBox offers. I then used  sudo 
 apt-get install virtualbox  and hit tab, then  sudo  apt-get install virtualbox-guest-utils  . 

 12.  I was then allowed to add user to the  vboxsf  group. 

 13.  I created the ‘share’ directory using  mkdir share  and  ls  shows that the directory was 
 made. 



 14.  Next I ran the following command to mount the shared folder to the directory called 
 “share”. 

 15.  I changed back to the share directory and used  ls  -la  , showing that the splunk installer is 
 in the shared folder along with other files in it. 

 16.  To install the Splunk package, I ran the command: 
 sudo dpkg -i splunk-9.3.1-0b8d769cb912-linux-2.6-amd64.deb 

 17.  After installation I am now able to change into the Splunk directory. 



 18.  All of the user and group permissions belong to “Splunk” as seen in the above image. I 
 changed into the user “Splunk” using  sudo -u splunk  bash  . 

 19.  I changed into the Splunk binaries directory with  cd bin  . I used  ./splunk start  to run the 
 installer. After accepting the agreement, it will install. 

 20.  Next I exited out of the user “Splunk”, changed back to the bin directory, and ran the 
 following:  sudo ./splunk enable boot-start -user splunk  .  This ensures that whenever 
 the VM reboots, Splunk will run with the user “splunk”. 



 21.  On the target machine, the IP is set by default to 192.168.10.5 

 I changed this by navigating to the IPv4 Properties in the network adapter settings. I set a 
 status IP of  192.168.10.100  , which will set the subnet  to 255.255.255.0. Default gateway 
 was set to  192.168.10.1  , and I used  8.8.8.8  (Google)  for the preferred DNS. 

 The IP has been changed: 



 22.  Visit splunk through a web browser using static IP and port  192.168.10.10:8000  and the 
 login page should show up. I used the credentials that were created when configuring the 
 Ubuntu LTS  Splunk server. 

 23.  Next it was time to install the  Splunk Universal Forwarder  on the target machine from 
 Splunk.com.  I chose “admin” as a username and generated  a random password. For 
 the receiving indexer, I use  192.168.10.10  (Splunk  Server IP) and use  9997  for the default 
 port. 



 24.  Then I install  Sysmon  to be able to log activity to the event log. 

 25.  For Sysmon in this lab, I used Olaf’s Sysmon configuration from github. 

 26. I scrolled down to find the  sysmonconfig.xml  file  and downloaded the raw file. 



 27. I navigated to the downloads folder where I installed Sysmon and extracted it. Copy 
 the path. 

 28. Open  Powershell  as administrator and change directory  to the path that was just 
 copied. Then I install sysmon64.exe with the configuration file from Github, using 
 .\Sysmon64.exe -i ..\sysmonconfig.xml 

 Sysmon service should be running after installation. 



 29. Next I navigate to this folder: 

 Instructions are needed for the Universal Forwarder to send data to the Splunk server, so 
 I open  Notepad  as administrator and create an Inputs.conf  file with the following: 

 Save this file to the  local  folder from the path above. 

 30. Open the services application from the start menu. Find the  SplunkForwarder 
 service and change the log on  properties to  Local  System Account  . 



 31. Because the inputs.conf file was created, the  SplunkForwarder  service also needs to be 
 restarted. 

 32. Next I log in to the splunk server through the browser. 

 Navigate to  Settings  , then  Indexes  . Select  New Index 



 33. Here I created an index called  endpoint  , which is needed because that is the index specified 
 in the input configuration file. 

 34. Navigate to  Settings  , then  Forwarding and Receiving  .  Select  Configure receiving  . 

 Click  New Receiving Port  . 



 35. I entered  9997  (Splunk Default) for the forwarder to listen on this port. 

 36. In the search bar, search for the endpoint index with  “index=endpoint”  . The target machine 
 events should be being logged now. 

 The  Target-PC  shows under hosts, as well as the source  data from the input configuration file: 



 37. Now I navigate to the PC settings on the Windows Server VM and change the name to 
 ADDC01  (Active Directory Domain Controller). 

 38. Next I navigate to the  IPv4 Properties  in the  network adapter settings, and use the IP 
 address  192.168.10.7  for this machine, as previously  noted in the diagram. I use the Splunk 
 server IP  192.168.10.1  for the default gateway.  8.8.8.8  (Google) is used as the preferred DNS 
 server. 



 39. The new static IP has been set. 

 40. Next it was time to install the  Splunk Universal  Forwarder  on the ADDC01 machine 
 (windows server) from  Splunk.com.  I chose “admin”  as a username and generated a random 
 password. For the receiving indexer, I use  192.168.10.10  (Splunk Server IP) and use  9997  for the 
 default port. 

 41. Then I install  Sysmon  to be able to log activity  to the event log. 



 42. I used Olaf’s Sysmon configuration from github. 

 Download the  sysmonconfig.xml  raw file. 

 43. After extracting the Sysmon Zip file in the downloads folder, I opened  Powershell  as an 
 administrator, and changed directory to the path where Sysmon was extracted. Then I install 
 sysmon64.exe with the configuration file from Github, using: 

 .\Sysmon64.exe -i ..\sysmonconfig.xml 



 44. I navigate to the local folder in this path: 

 45. Instructions are needed for the Universal Forwarder to send data to the Splunk server, so I 
 open  Notepad  as administrator and create an Inputs.conf  file (same as before) with the 
 following: 

 Save this file to the  local  folder from the path above. 

 46. Open the services application from the start menu. Find the  SplunkForwarder  service and 
 change the log on  properties to  Local System Account  . 



 47. Restart  SplunkForwarder  service. 

 48. Now log in to the Splunk Server from a web browser. 

 49. Search for  “index=endpoint”  again, and you should  now see that under  hosts  ,  ADDC01  is 
 also generating logs alongside the Target PC. 



 50. Open  the Server Manager, and under the “  Manage  ” tab, click  add roles and features  . 

 51. I selected  Role-Based or feature-based installation  . 

 52. Under  Server Roles  , I checked the box to install  Active Directory Domain Services  , then 
 continued with the installation. 



 53. Next I  Promoted to domain controller  by clicking the flag in the upper right-hand corner. 

 54. Select  add new forest  because a new domain is  being created. The domain name must 
 have a top level domain, so I added the extension to make it  pierrecyber.local  . 

 55. Under  Domain Controller Options  I created the  DSRM password. 



 56. After the  Prerequisites Check  , select install. The server will restart after completion. 

 57. After restarting, the name should now include the new domain filled by a backslash, which 
 indicates that I successfully installed Active Directory Domain Services (ADDS), and also 
 promoted the server to a domain controller. 



 58. Then I started adding users to my domain. In the Server Manager under  Tools  , I selected 
 Active Directory Users and Computers  . 

 59. I create a new organizational unit by right clicking my domain and clicking  organizational 
 unit  , and giving it the name “  IT  ”. 

 60. Next, I started creating a new user under the “IT” organizational unit by right-clicking and 
 selecting new user. 



 61. I input the user’s name and user logon credential. 

 For this lab, I set a password for the user, and uncheck the box to have them change their 
 password at next login: 



 62. The user (Johnny Appleseed) was added to the IT unit. 

 63. Next, I created another organizational unit named “  HR  ”. 

 64. I created a new user under the “HR” unit named Terry Appleseed. 



 65. Now I start to add the target PC to the domain. On the  Target-PC  , I navigated to the 
 advanced system settings  , then  change  to update its domain. 

 66. After typing the domain name (pierrecyber.local) and clicking “ok”, this temporary error will 
 show up. 



 67. To fix this, I first clicked on  Change Adapter Options  in the  Advanced Network Settings  . 

 68. Under Ethernet properties, double-click  Internet Protocol Version 4  . 



 69. I changed the  preferred DNS server  from 8.8.8.8 (Google) to  192.168.10.7  (Domain 
 Controller) 

 70. I went back and selected “  ok”  again after typing the domain (pierrecyber.local). This time I 
 was prompted to enter the credentials for the server administrator account. The machine was 
 added to the domain and I restarted the target PC. 



 71. Once I returned to the login screen, I wanted to sign in as the newly created user “Johnny 
 Appleseed”. I selected “  Other User  ”, and made sure “  PIERRECYBER  ” was the  Sign in to: 
 option. I logged in with the credentials created previously in the Server Manager. 

 *At this point, I have successfully created 2 new users, joined a computer to a new 
 domain, and logged in as a domain user. In the next project, I will be using the Kali Linux 
 machine installed here to perform a brute force attack on the new users created, granting 
 the opportunity to view telemetry via Splunk. 


